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Abstract In recent years, computational photochem-
istry has become a valid tool for the investigation of
photophysical properties and photochemical reaction
mechanisms in organic chromophores. Theoretical
chemists can now adapt their tools to the subject under
investigation and to the type and accuracy of the de-
sired information. Different computational strategies
can now be adopted to characterize different aspects
of the photoinduced molecular reactivity of a given
chromophore and to provide, in principle, a quite de-
tailed description of the reactive process from energy
absorption to photoproducts formation. The basic aim
is to establish a correlation between the structure of
the molecule and its photochemical outcome, and, in
particular, to assess the effect of modifications of the
chromophore and of the molecular environment. In this
perspective, recent advances and applications of pho-
toinduced cis � trans isomerizations involving some
organic chromophores active in biologically or techno-
logically relevant problems is reviewed here and dis-
cussed in the light of new results. In particular, the
photochemistry of azobenzene, retinals and of the green
fluorescent protein chromophore is considered, taking
into account structural changes and environment effects.
The results presented in this work are intended to be the
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first step toward the design of chromophores that can act
as molecular photoswitches.
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1 Introduction

The performance and the properties of a material can
be related to the structure and behavior of its consti-
tuting molecules. Progress in this direction has become
more and more relevant in recent years. In general, the
better we are capable of modifying the molecular prop-
erties in the desired way, the more we are able to tai-
lor the proper material that will fit our purposes and
needs. In this respect, the design of molecular devices
that respond in the desired way to certain external stim-
uli, such as light and electrons, represents a challenging
and promising task in nanotechnology, that is, in molec-
ular technology [1].

Among molecular devices, those based on reversible
photochemical reactions attract a great interest and will
be discussed here. These devices operate upon irradi-
ating with light of wavelength required to excite the
component molecules to electronic states that trigger
the photochemical process. In principle, the fine design
of the proper reactive molecule, allows for a direct con-
trol of the photoreaction outcome and of the reagent’s
photostability. The latter property is also very impor-
tant, because, in practical applications the photoreac-
tion of the device needs to be repeated a large number
of times [2–5]. It is apparent that the elucidation of the
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factors controlling photochemical reactions is necessary
for the rational design of the photoreactive material. To
achieve this goal, the role of theoretical photochemistry,
based on efficient computational methods and strate-
gies, is extremely important.

In this paper, we discuss some of our recent works in
this area which aims at following the course of the photo-
chemical reaction through the construction and charac-
terization, with state-of-the-art ab initio methods, of the
so called “photochemical reaction path” or “pathway
approach” [6,7]. This is a minimum energy path (MEP)
[8], starting at the reactant structure and developing on
the potential energy surfaces (PES) of the photochem-
ically relevant states. Such interstate path originates on
the optically active electronic excited state at the ground
state equilibrium geometry, where the absorption takes
place most efficiently, because of the favorable Franck
Condon (FC) factor, and it ends at the ground state
photoproduct valley after crossing several PES. The ulti-
mate goal is the complete description of what happens
at the molecular level from energy absorption to prod-
uct formation. In this approach, the attention is focused
on the topological properties of the PES such as slopes,
minima, saddle points, barriers, crossings between states
[conic intersections (CIs)] and in general funnels. In this
way the calculated path describes, strictly, the motion
of a vibrationally cold molecule moving with infinites-
imal momentum. While in general this path does not
represent a “real” trajectory (it does only when the
vibrational relaxation is faster than the photoprocess
itself), it allows a qualitative rationalization of different
experimental data such as the excite-state lifetimes, the
nature of the photoproducts and, more qualitatively, the
quantum yields and transient absorptions and emission
spectra. Alternative and more demanding approaches
consider also the dynamic aspects of photoreactions
by computing trajectories [9,10] or by describing the
motion of the centre of a wave packet along the poten-
tial energy surfaces [11].

A strong motivation for this theoretical study comes
from the recent advances in femtosecond spectroscopy
and ultrafast techniques [7], often combined with single
molecule studies, which provide highly resolved time
dependent data, shedding light on the several processes,
occurring on different time scales, in the course of the
photoreaction [7].

Photochemical processes may be tuned by environ-
ment effects (e.g., solvent, protein cavity, and so on),
and by minor modifications in the chromophore struc-
ture. The tuning may result in changes of the energies
and ordering of excited states and in the relative ener-
gies of the key geometries, such as barriers and CI. Sim-
ilar modifications of the PES may be induced also by

steric effects that may thereby control the decay rate
and photochemical outcome.

In this work, we discuss the cis–trans isomerization
photoreactivity of azobenzene in different excited states
and compare it with the properties of a modified azo-
benzene obtained by saturating two C=C double bonds
in one benzenic ring. In a similar way, we report recent
results for the retinal chromophore, on the effect of pro-
tein environment in rhodopsins and finally, we discuss
the solvent and protein effects on the green fluorescent
protein (GFP) chromophore. Particular attention is paid
to the interplay between photophysical and photochem-
ical properties. To this end, optical properties [absorp-
tion energies, IR, Raman and resonance Raman (RR)
intensities] are also computed. In particular, the tight
relationship between RR intensities and the first step in
the deactivation mechanism is underscored by the pro-
totypical example provided by the GFP chromophore.

All the chromophores considered in this work have
an extended conjugated π -system and are characterized
by ultrafast and efficient cis–trans photoisomerizations.
These systems can be employed, potentially, in nano-
technology for the design and construction of molecular
devices such as random access memories, photon coun-
ters, picosecond photo detectors, neural-type logic gates,
optical computing, light-switchable receptors and sen-
sors, light addressable memories and molecular motors
[2,12,13].

2 Methods

Fully unconstrained MEP computations from non-
stationary structures (such as the FC and the CI points)
have been used to characterize the reaction coordinate
of the photoinduced processes and have been performed
according to the prescriptions described in Ref. [14,15].
Briefly, this is accomplished, first, via locating an ini-
tial direction of relaxation (IRD) on the PES (as close
as possible to the non-stationary point) [14,15], and,
second, via standard minimum energy path computa-
tions following that IRD. An IRD corresponds to a local
steepest descent direction, in mass-weighted Cartesians
coordinates (mwcc), from a given starting point. The
IRD is calculated by locating the energy minimum on a
hyperspherical (i.e., n−1 dimensional) cross-section of
the n dimensional potential energy surface (n is the num-
ber of vibrational degrees of freedom of the molecule)
centered on the starting point (e.g., the FC point). The
radius of this hypersphere is usually chosen to be small
[typically 0.25–0.5 au in mwcc (au = amu1/2a0)] in or-
der to locate the steepest direction in the vicinity of the
starting point (i.e., the hypersphere center). The IRD is
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then defined as the vector joining the starting point to
the energy hyperminimum. Once the hyperminima have
been determined, the associated minimum energy path
(emerging from these points) is computed as the steep-
est descent line in mwcc [the standard intrinsic reaction
coordinate (IRC) method is used in this case] [16,17]
using the IRD vector to define the initial direction to
follow.

The general procedure adopted to compute MEPs
is based on the use of the complete active space self
consistent field (CASSCF) method in conjunction with
the standard 6-31G* basis set. One important aspect
is the careful selection of the CAS, whose dimension
reflects the best compromise between chemical rele-
vance of the included orbitals and computational effi-
ciency. For azobenzene, we selected 14 electrons in 12
orbitals [CAS(14,12)]. This CAS is capable of describing
with a good degree of accuracy both the (nπ*) and the
(ππ*) states [18]. In particular, we verified that the two
occupied and the two empty orbitals removed from the
active space have an occupation very close to 2 and 0,
respectively, for the electronic states of interest. For the
investigated retinal chromophore models the full space
of π electrons and π orbitals was considered. For the
model chromophore of GFP we selected 12 electrons in
11 orbitals out of the 16 π electrons and 14 π orbitals.
One of the three excluded orbitals is localized on the
amidic nitrogen, while the remaining two correspond to
the highest and lowest energy π -orbitals of the benzene
ring [19].

Energies of the optimized CASSCF points are
corrected via single point CASPT2 computations. The
combined ab initio CASPT2 [20,21] // CASSCF [22–25]
methodology has been extensively used since it has been
proven to guarantee a satisfactory accuracy [7,26].

Implicit solvent effects are taken into account through
the polarizable continuum model (PCM) [27–29]
method. More specifically, the effect of solvent on photo-
excited reaction paths was computed at CASSCF level,
through the PCM method, and energies were corrected
via single point CASPT2 computations.

Explicit solvent and protein environments are
described using an in-house developed version of the
quantum mechanics/molecular mechanics (QM/MM)
method. (Altoe et al. in preparation) Several hybrid
QM/MM schemes have been developed, depending on
the coupling between the QM and MM parts and on the
description of the boundary between the QM and MM
regions. Here, we adopt an energy subtraction method
for the energy partitioning (following the ONIOM
scheme [30]) and we describe the QM/MM boundary
with a second generation link atom approach, where
hydrogen atoms are used to saturate the dangling bonds

of the QM fragment and the point charges on the MM
boundary atoms are redistributed on neighbouring
atoms to avoid unphysical polarization. The MM con-
tributions are evaluated with AMBER [31] using the
generalized AMBER force field (GAFF) [32] whilst
the QM contributions are generally computed at CASS-
PT2//CASSCF.

If we label “model-H” the H-capped QM fragment
and “real” the entire system formed by the QM and MM
regions, the QM/MM Hamiltonian reads:

Ĥ = Ĥ
model-H
QM,ch + Ĥ

real
MM.0 − Ĥ

model-H
MM,0

where Ĥ
model-H
QM,ch is the QM Hamiltonian of “model-H”

embedded in the electrostatic field produced by the MM
point charges (original Amber parametrization). This
term ensures that polarization effects are taken into ac-
count on the QM fragment, that is, at QM level. The

second term, Ĥ
real
MM,0 is the MM energy of “real”, in

which the charges of the QM region are set to zero,

and Ĥ
model-H
MM,0 is the MM energy of “model-H” with

all the charges set to zero. The last two terms include
van der Waal’s interactions and bonding terms (stretch-
ing, bendings, torsions) in the QM/MM boundary region
described with the Amber force field.

The usual procedure consists in a full minimization
of the MM region after each QM optimization step.
During the minimization of the MM region the elec-
trostatic interaction between the QM and MM parts is
computed classically using, for the QM region, point
charges derived from the QM wave function according
to the CHELPG or ESP fitting schemes. The two lay-
ers scheme (QM + MM) outlined above, can be easily
adapted to a three layers scheme (QM + MM1 + MM2)
in which, the MM region is broken in two shells, MM1
and MM2, described classically and subject to different
regimes of minimization.

3 Azobenzene and derivatives

Azobenzene (Ab) undergoes cis <–>trans (E<->Z)
isomerization with respect to the central N=N bond. Two
paths are possible and have been proposed as alterna-
tive reaction routes [33,34]: the torsion around the N=N
double and the in-plane inversion, that is the increase
of the NNC angle from ca. 120 to ca. 240 ◦. The reactive
electronic states are the S1 (nπ*) and the S2(ππ∗) states,
which show in n-hexane absorption bands with maxima
at 432 (440) and 318 (260) nm, respectively, for the E (Z)
form [35]. The lifetimes of these states are very short,
500 and 110 fs for S1 and S2, respectively [36].
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Excitations on S1 (nπ*) and S1(ππ∗) in acetonitrile
lead to different photoisomerization yields: φ(Z →
E) = 0.55 and φ(E → Z) = 0.31 for excitation of S1,
and φ(Z → E) = 0.35 and φ(E → Z) = 0.14 for exci-
tation of S2 [37]. Similar yields are found in different
solvent [38]. The different photoisomerization rates in
S1 (nπ*) and S2(ππ∗) imply that the Kasha rule does
not apply to this molecule and, thus, arise the interest-
ing problem of the paths followed by the decay of the
S2(ππ∗) state, as indicated in Fig. 1. Furthermore, while
the two photoisomerization yields of S1, which add to
0.86, a value close to 1, are compatible with a common
photoreactive intermediate, the two photoisomerization
yields φ(Z → E) and φ(E → Z) of S2, which add to 0.49,
must be associated with different reaction routes.

The sensitized photoisomerization, taking place on
the T1 state, occurs only in the direction Z → E: the

Fig. 1 Torsional and inversion pathways for Azobenzene
isomerization

quantum yield of the Z → E photosensitized photoiso-
merization is close to 1, while the yield of the opposite
process is 0.015 [37].

Several studies of the S0, S1 and T1 potential energy
surfaces, in particular along the torsion and the inver-
sion coordinates, of the isolated Ab molecule have been
performed to identify the most efficient decay and isom-
erization routes [18,39–42]. The dynamical effects on
the photoisomerization on the S1 surface has been com-
puted by Persico and coworkers [9,10].

In a previous work we have computed the MEPs for
the photoisomerization on S0, T1 and S1, including tran-
sition states and S1/S0 CIs [18]. The results are collected
in Fig. 2. In the following, we discuss the photiosomer-
ization of Ab in its different electronic states, including
also the S1 (ππ*) state.

3.1 S0 and T1 photoisomerization pathways

The quantum yield of the Z → E photosensitized photo-
isomerization on T1 PES is close to one, while the yield
of the opposite process is 0.015 [37] and the T1 lifetime
is assumed to be very short because it has so far not been
observed. Qualitatively, these facts can be accounted for
in terms of the energy curves of Fig. 2, which shows that
the S0 and T1 MEPs cross and that the lower energy
S0/T1 crossing is the one on the E side and is almost
degenerate with the T1 minimum. In Ref. [41], the opti-
mized CASPT2 S0 and T1 potential energy curves along

Fig. 2 Singlet (S0 and S1)
and triplet (T1) reaction paths
for the E → Z isomerization
in azobenzene. Energy
profiles are schematized for
sake of clarity and are scaled
to match CASPT2 values. Full
(open) circles represent
stationary and
Franck–Condon points (S1/S0
Conical intersections). The
horizontal axis represents the
CNNC torsion coordinate
(green numbers) and NNC
(brown numbers). The shaded
region highlights the S1/S0
crossing space. The paths of
T1 and S1 radiationless decays
are also shown (adapted from
Ref. [18])
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the CNNC torsion coordinate were calculated with 10 ◦
steps and in this section we shall use these results.

According to CASPT2 calculations [41], the S0
potential energy curve along the CNNC torsion coordi-
nate shows a barrier of 38.1 kcal/mol, at φ = 90◦, while
the T1 potential energy curve presents a minimum at
lower energy, 28.8 kcal/mol at φ = 100◦. The two curves
cross at φ = φ1 = 68◦ and φ = φ2 = 105◦. The energy
of the former crossing, which is closer to the Z form,
amounts to 32.0 kcal/mol, while, the energy of the latter
crossing is 28.9 kcal/mol, only 0.1 kcal/mol above the T1
minimum.

The energy of the S0 barrier along the inversion path
is 40.5 kcal/mol and the energy of the T1 minimum is
48.4 kcal/mol. Therefore the two energy curves along
the inversion do not cross. Thus, the Ab molecule can
easily cross from S0 to T1, or viceversa, in the twisted
region, but not in the inverted region.

The Ab molecule, once it is excited in T1 at the E or
Z geometry, proceeding on the MEP follows the torsion
pathway reaching the the two S0 − T1 crossings at φ1
and φ2 from where it decays to S0 thereby isomerizing.
Also cis–trans thermal isomerization can occur via the
T1 state by overcoming a barrier of about 32 kcal/mol,
which corresponds to the higher S0 − T1 crossing, pro-
vided that the S0 − T1 spin-orbit (SO) coupling, Vso, is
sufficiently strong.

The Vso interaction in Ab is much larger than the
typical values of the S0-3ππ* SO couplings of planar
aromatic compounds (0.05 cm−1), because it gets a large
contribution from one-center terms due to the nπ* char-
acter of T1. The calculated couplings between S0 and two
of the three T1 components at 68 and 105 ◦ amount to
19.8 and 22.8 cm−1, respectively [18], large enough to
justify the short lifetime of T1.

The rate, k, of the T1 − S0 inter-system crossing (isc)
process, occurring at the S0/T1 crossings, can be evalu-
ated according to the Fermi golden rule [43]

k = (4π2/h)V2
soρF (1)

where ρ is the density of active vibrational states of the
final electronic state, F is the FC factor, ρF is the den-
sity–weighted FC factor and Vso is the S0 −T1 spin-orbit
coupling.

We have evaluated the ρF term, by assuming (a)
that the dominant contribution to the FC factor comes
from the CNNC torsion mode, φ, which is responsible
of the T1/S0 crossings and (b) that the T1 − S0 isc oc-
curs predominantly from the vibrational levels of T1
corresponding to the T1/S0 crossings. In other words,
we have adopted a model based on the high temper-
ature limit approximation and on a single vibrational
coordinate, φ.

The information about the T1 and S0 potential energy
curves, Us(φ) and UTφ, are taken from our previous
work [41]. The UT(φ) potential has been approximated
as an harmonic function within an interval around its
minimum at φ0 including the two T1/S0 crossings

UT(φ) = (1/2)a(φ − φ0)
2 (2)

where a = 19.2 kcal/(mol rad2) and φ0 = 100◦. The two
T1/S0 crossings occur at φ = φ1 = 68◦ (cis side) and
φ = φ2 = 105◦ (trans side) and involve the activation
energies of Eact = 3.2 kcal/mol and Eact = 0.1 kcal/mol,
respectively.

The ρF term is evaluated by use of the Kubo and
Toyozawa approach [44], which is related to the
Landau–Zener equation and is appropriate for treat-
ing high-temperature processes. Accordingly, this term,
multiplied by the Boltzmann factor, is given by

ρF · exp(−Eact/kT) =
∞∫

∞
exp(−UT/kT)

· δ(UT − US)dφ/

∞∫

∞
exp(−UT/kT)dφ (3)

and it is the sum of two contributions, one for each of
the two S0/T1 crossings at φ1 and φ2

ρF =
√

a/2πkT
[∂(UT − US)/∂φ]φ1

+
√

a/2πkT
[∂(UT − US)/∂φ]φ2

Using the data of our previous work [41], we obtain
[∂(UT − US)/∂φ]φ1 = 32 kcal/(mol rad) and [∂(UT −
US)/∂φ]φ2 = 42 kcal/(mol rad).

Thus, the two contributions to ρF are 5.5 × 10−4 cm
at the φ1 crossing and 4.6 × 10−4 cm at the φ2 crossing.
The value between S0 and two of the T1 components is
20 cm−1. Using the proper values for the Vso couplings,
namely 19.8 and 22.8 cm−1, at 68 and 105 ◦ respectively,
the pre-exponential factors of the T1 ∼ S0 isc rate con-
stant of one of the active components of T1 toward the
cis and the trans sides are 2.5 × 1011 s−1 and 2.7 × 1011

s−1, respectively.
Including the activation energy factor exp(−Eact /kT),

at room temperature, the rate constants are k = 2.5 ×
1011 s−1 and k = 9.2 × 108 s−1 for T1 ∼ S0 for the decay
toward the trans and the cis forms, respectively. These
results agree with the observation that the yield of the
E → Z phosensitized isomerization is 10−2 times the
yield of the reverse Z → E process [37].

Assuming that the three components of T1 are equally
populated, the rate of the T1 ∼ S0 process is 2/3 of
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the rate of one of the active T1 components, that is,
1.6 × 1011 s−1. The corresponding lifetime of 6 ps, which
is very short for a T1 state, provides an explanation
for the lack of spectroscopic observation of the T1
state of Ab.

The pre-exponential factor obtained for the rate of
the inverse S0 ∼ T1 process, leading from S0 to the
two active components of the state T1, is 5 × 1011 s−1.
This rate is of the same size of the pre-exponential fac-
tors reported for the thermal Z–E isomerization of Ab
(1.95×1011 s−1 from Ref. [34] and 8×1010 s−1 from Ref.
[45]. These findings support the idea that the thermal
isomerization of Ab can proceed by the torsion mech-
anism via the S0 − T1 − S0 non-adiabatic path involv-
ing the triplet state. Moreover, the calculated activation
energy also is consistent with the value measured. In
fact, since our calculated energy of the higher S0 − T1
crossing is 32 kcal/mol and the energy of the Z isomer
is 12 kcal/mol, the resulting activation energy for the
Z → E process is 20 kcal/mol. This value is in agreement
with the activation enthalpy of 22 kcal/mol measured for
the thermal isomerization [34].

3.2 S1 photoisomerization pathway

The photoisomerization of Ab in the S1 state was
discussed previously [18,41]. After the molecule is ex-
cited in S1 at the E structure (φ = 180◦), it proceeds
along the MEP, which follows the CNNC torsion coordi-
nate. On this torsion path, one transition state TStors (S1)
is found at about φ = 120◦, at an energy only 1.8 kcal
mol−1 above the trans (E) isomer [18]. Moving toward
the twisted geometry, the molecule reaches a hyper-
line of conic intersections in the twisted region. The
lowest energy CI (CItors−1), occurring at φ = 94◦, is
2.2 kcal mol−1 above the S1 minimum, and the molecule
can decay from that CI to S0, thereby isomerizing [18].
A recent work on the photodynamics of Ab in S1 showed
that the dynamic drive renders the photoisomerization
feasible also for φ > 90◦ [10].

From the molecular structure at these CIs (CItors−i),
it follows that torsion is the most important coordinate
for the Ab photoisomerization in the state S1 (nπ*).
In fact, the S1 photoisomerization path along the inver-
sion coordinate would require a much higher energy, at
least 20 kcal/mol above the E isomer [18], to reach CIs
and thus its role on the S1 decay is negligible. The low
energy of the CIs in the twisted region explains the short
lifetime [36,46] observed for S1 and the sizeable yield of
cis–trans isomerization.

When the molecule is excited in S1 at the Z struc-
ture, the twisting path from there is barrierless and this
feature accounts for the faster decay of the Z compared

to the E isomer [36], as well as for the observed higher
yield of the Z → E with respect to the E → Z photoiso-
merization process [37].

CIs along the inversion pathway have also been found
(CIinv), but these are at much higher energy (ca.
25 kcal mol−1 higher than the S1 minimum of E–Ab)
and are very unlikely to represent competing deactiva-
tion and isomerization channels for S1.

3.3 S2 photoisomerization pathway

In this section, we report preliminary results on the MEP,
including transition states and S1/S0 CIs, and on the
mechanism of decay and isomerization, following the
excitation of Ab on S2. These results were obtained at
CASSCF and CASPT2 level with a 14/12 active space
and the 6-31G* atomic basis set. The S2 state, which is
of ππ* nature and belongs to the Bu symmetry species,
has a large transition moment to ground state and is
responsible of the most intense band in the visible-near
UV with maximum at 318 nm (εmax = 22,300) in hexane
solution [35] and is similar to the S1 state of stilbene.

Starting at the E structure, after the relaxation of the
NN and CN bonds, the MEP on S2 reaches, without
requiring activation energy, the PES of another state
that gets significant contributions of doubly excited con-
figurations n2 π*2/π2 π*2. The latter state shows a deep
minimum at the twisted geometry, confirming the results
of Refs. [39] and [41]. On the Z side the picture is similar,
but the doubly excited state keeps a significant compo-
nent of (nπ*)2 nature along the torsion coordinate.

On the PES of the state S(n2 π*2/π2 π*2) now de-
fined S2, we found a region of S1/S2 CIs parallel to the
computed MEP and essentially degenerate to it. This
region, extending from φ = 180◦ to φ = 123◦, is easily
accessible from the S2 MEP (predominantly the torsion
coordinate) by moving orthogonally to it, along symmet-
ric C–N=N bending modes, because of the small energy
difference. Through this region of S1/S2 CIs the mole-
cule decays in very short time to the state S1 along the
full 180◦ > φ > 120◦ interval.

Once the molecule has reached the S1 (nπ*) state,
it will deactivate to ground state through an extended
S1/S0 crossing subspace, which spans very different
molecular structures going from the lowest energy fully-
twisted C–N=N–C geometries to asymmetric C–N=N
in-plane bent geometries (inversion channel) and to
symmetric C–N=N bent structures. Molecules that have
reached the S1 state may intercept a S1/S0 crossing re-
gion well above the fully twisted structures, and thus a
substantial fraction of them decays to the ground state
leading to the formation of the reactant. This picture
is in agreement with the smaller E → Z photoisomer-
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ization quantum yield observed for the S2 (ππ*) state
(14%) with respect to the yield obtained exciting the S1
(nπ*) state (31%) [37].

The decay of the S2 (ππ*) cis isomer follows the same
lines. The photoisomerization quantum yield (35%) is
reduced with respect to the yield obtained exciting the
S1 (nπ*) state (55%) [37]. The S2 quantum yield of
the Z → E processes remains higher than the reverse
E → Z processes because the MEP slope toward the
twisted geometry is higher for the former processes
and consequently the impulsive motion along torsional
coordinate is more effective.

A more detailed report of these calculations is in
preparation.

3.4 A modified azobenzene:
cyclohexenylphenyldiazene

Because of the importance of azobenzene for applica-
tions, it is of interest to consider the effects of sub-
stituents or of structural modifications of Ab on its
properties. It is well known that substituents, especially
electron donors or acceptors, can change substantially
the properties of Ab. Here, we present preliminary re-
sults on the effects of the modification of the aromaticity
of one benzenic ring, namely of the saturation of two
double bonds on the same ring, on the photophysical
and photochemical properties.

The molecule obtained in this way, the cyclohexenyl-
phenyldiazene (CPD), has an important difference with
respect to Ab: it has no symmetry. Therefore, the classi-
fication of electronic states by symmetry is lost and the
states in Ab belong to different irreducible representa-
tions and cannot interact, in CPD can interact and mix.

The second difference is due to the reduction of the
π electron system in CPD. For this reason, to obtain
the same accuracy as in Ab, a larger atomic basis set
including diffuse orbitals is required. In spite of these
differences, ab initio CASPT2//CASSCF with calcula-
tions employing the ANO-L (4s3p2d/3s2p) [47] basis
set show that the lowest singlet states parallel those
of Ab. In particular, MS-CASPT2 calculations at the
ground state geometry of the E isomer find the ener-
gies in the nπ* and ππ* states, observed in absorp-
tion and responsible of the photoreactivity, at 58.1 and
112.9 kcal/mol.

The photoisomerization in the S1 (nπ*) state takes
place via the torsional pathway, essentially barrierless,
and the S1/S0 CI is located close to the twisted geometry
(φ = 90◦). Also in the (ππ*) singlet state the molecular
deactivation appears to follow the same path as in Ab.
Starting at the E structure, the MEP on S2 crosses to
the PES of the state based on the n2π*2/π2π*2 doubly

excited configurations that has a deep minimum at the
twisted geometry.

Moving on the PES of the S(n2 π*2/π 2 π*2) state
that has become S2, the molecule intercepts a region of
S1/S2 CIs, which, as in Ab, is easily accessible from the
MEP by moving along C–N=N bending modes. Through
this region of S1/S2 CIs the molecule decays very fast
to the state S1 along the full 180◦ > φ > 130◦ inter-
val and then it deactivates to ground state through an
S1/S0 crossing subspace, spanning a variety of molecular
structures. Since molecules on the S1 state may intercept
S1/S0 crossing region away from the fully twisted and the
fully inverted structures, a substantial fraction of them
can reach the ground state with formation of the reac-
tant, as found for Ab. Completely similar results have
been found for the decay of excited Z isomer of CPD.

In conclusion, in spite of the very different chemical
structure, calculations suggest that CPD will show a sim-
ilar photochemical behavior. Thus, partial saturations of
a benzyl ring appear to represent a moderate perturba-
tion of the spectroscopic and photophysical properties
of Ab and, thus, may be a viable way to tune the Ab
properties. A full account of these calculations will be
given elsewhere.

4 Biological chromophores

4.1 Retinals

4.1.1 Isolated chromophores

The biological activity of rhodopsin proteins [48–53] is
triggered by the ultrafast (200 fs in Rh) light-induced
cis–trans isomerization of the retinal PSB chromophore,
which induces a conformational change in the photore-
ceptor [48,52]. Recently, we have reported the
results of a series of ab initio multiconfigurational
second-order perturbation theory computations for PSB
models of different chain length in isolated conditions
(i.e., in vacuo). These include, among the others, the
minimal PSB model 2-cis-penta-2,4-dieniminium cat-
ion 1 [54], the all-trans-epta-2,4,6-trieniminium cation 2
[55], and the 11-cis (PSB11) and all-trans (PSBT) retinal
chromophore models 4-cis-γ -methylnona-2,4,6,8-tetra-
eniminium 3 and all-trans-nona-2,4,6,8-tetraenimin-
ium 4 cations, respectively [7,56,57]. As reported in Ref.
[7], photoisomerization path computations on models 1,
2, 3 and 4 have provided a unified and unambiguous
(although qualitative) view of the intrinsic (i.e., absence
of environmental effects) photochemical reactivity of
PSBs. Despite the difference in the length of the conju-
gated chain (which quantitatively affects the spectros-
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copy and the energetic of the system) and the lack of
the retinal β-ionone ring (which could play a role in
the steric factors involved in constrained environments),
it has been demonstrated that, in all cases, the photo-
chemically relevant state (driving the photochemistry of
the system) is the spectroscopic charge-transfer state S1
(that corresponds to the 1Bu-like—hole-pair (i.e., zwit-
terionic)—spectroscopic state of polyenes). Moreover,
the S1 reaction co-ordinate along the computed barri-
erless photoisomerization path is curved, being sequen-
tially dominated by two different perpendicular modes
(see Fig. 3 for a schematic view of the shape of the
S1 potential energy surface of 3). The first mode is
totally symmetric (preserving the planarity of the sys-
tem) and drives the initial (<50 fs) dynamics [58] out
of the Franck–Condon point (FC) through a concerted
double-bond expansion and single-bond compression
process involving C–C bond order inversion. The second
mode is asymmetric and is dominated by the cis–trans
isomerization mode that ultimately leads to a conical
intersection (CI) featuring a 90 ◦ twisted central double
bond (see Fig. 4). The CI features a charge–transfer
electronic structure corresponding to a twisted intra-
molecular charge transfer (TICT) state [7,54,59] where,
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Fig. 3 Schematic illustration of the two-mode structure of the
S1(1Bu-like) energy surface along the excited state isomerization
path for model 3

substantially, a “net” electron has been transferred from
the “C” to the “N” end of the skeleton and, conse-
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the coordinate, while the bar diagrams describe the change in
the S0, S1 and S2 Mulliken charges (as % unit of the net positive
charge) of the C=C–C=C–C–(left) and –C–C=C–C=N (right) frag-
ments. The top–left inset displays the observed and simulated RR
spectra for PSB11 and model 3, respectively (adapted from Ref.
[125])
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quently the positive charge has moved from “N” to
“C”. These data provide a rationale for the ultrafast
radiationless decay observed in retinal chromophores
(Formula 1–2).

Computed absorption and fluorescence maxima,
changes in dipole moments and simulated resonance
Raman spectra for model 3 [7,56,60,61]. (see Fig. 4) are
consistent with the corresponding experimental quanti-
ties, providing a validation of the quality of the investi-
gated models [62]: notice that the computed
two-mode reaction coordinate of the S1 relaxation path
of retinal chromophores has now been validated exper-
imentally [58,64–68] both in proteins and solvents.

4.1.2 Counterion Effects

Among others, the intermolecular interaction of the
chromophore cation with its counterion (a carboxylate
anion in proteins) must play a crucial role in determin-
ing the environment effects. In fact, as mentioned above,
the photochemically relevant S1 state is a “hole-pair”
charge transfer state [7,54,56,59]. Thus, its relative en-
ergy and stability with respect to the “dot–dot” S2 and
S0 covalent states must depend on the position of the
counterion relative to the chromophore backbone. Pio-
neering studies and first qualitative models of counter-
ion effects on retinal PSB photochemistry are due to
Warshel [69], Birge, Nakanishi, Honig, Sheves [70,76]
Michl and Bonacic-Koutecky [77,78]. Anyway, the lack
of accurate ab initio computations and systematic inves-
tigations, has lead us to probe counterion effects at the
CASPT2//CASSCF level for the positions/orientations
defined by models 1a, 1b, 1c and 2a, 2b, 2c, 2d [79]. Al-
though the energetics delivered by these shorter retinal
models may be quite different than for retinal itself, we
still think that we can have a qualitatively correct pic-
ture for the effects of a countercharge (an acetate placed
at ca. 3 Å distance) on the photochemistry and spec-
tral tuning of PSBs in general, as we previously showed
for PSBs in vacuo. We have shown that while these re-
sults provide information on the factors responsible for
(i) the relative stability of the S0, S1, and S2 states; (ii) the
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selection of the photochemically relevant excited state;
(iii) the excited state lifetime and reaction rate and (iv)
the control of the photoisomerization stereospecificity,
a predictive and simple qualitative (electrostatic) model
readily rationalizes the computational results provid-
ing an explanation for different aspects of the observed
“environment” effect [79].

A qualitative electrostatic model: In Scheme 1, we
report the structure of the singlet manifold along the
computed S1 reaction path for a PSB (here the penta-
2,4-dieniminium cation has been used as a model)
[7,54,56]. In the same scheme we also provide informa-
tion on the electronic nature of the singlet (S0, S1, S2)
states. Accordingly, horizontal, smoothed colored bars
(representing the PSB skeleton), illustrate the positive
charge distribution as a function of the color intensity.
Note that the initial steepness of the singlet excited
states is higher for the covalent state S2 (see also Fig. 4).
There is general agreement of all multi reference meth-
ods that the covalent state energy is reduced much faster
during geometrical relaxation [80–82].

If one places a counterion close to the chromophore,
its electrostatic field will stabilize the singlet (S0, S1, S2)
states depending on the distance between the negative
(counterion) and the positive (chromophore) charge
centers. On the other hand, the position of the positive
charge along the PSB backbone depends on the nature
of the electronic state [e.g., it is closer to the nitrogen-
head (N-head) for covalent states and to the
carbon-tail (C-tail) for the charge-transfer state]. Thus,
opposite counterion effects are expected of different
states. Indeed, three different limiting cases can be envi-
sioned:

1. The counterion is placed in a Central position above
the chromophore backbone (1a, 2a, 2b). In this case
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Scheme 1 (From Ref. [79])

the stabilization effect must be almost independent
from the singlet state nature (i.e., the distance be-
tween the negative and positive charges is similar for
covalent and charge–transfer states). Therefore, the
structure of the singlet manifold is likely to remain
substantially unchanged (see Scheme 1).

2. The counterion is placed closer to the C-tail (1b,
2c). In this position (see Scheme 2), the charge–
transfer (S1) state is stabilized (i.e., shorter couteri-
on/positive-charge distance) with respect to the
(S0, S2) covalent states. This leads to a change in the
structure of the singlet manifold where the S1 − S0
energy gap decreases (i.e., an absorption red shift)
and the S2 − S0 increases. Consequently (according
to the intensity of this effect and the slopes of the
S1 and S0 surfaces) the S1/S0 crossing should occur
earlier along the S1 isomerization path.

3. The counterion is placed closer to the N-head
(1c, 2d). In this position, the covalent states (S0, S2)
is stabilized with respect to the (S1) charge–transfer
state (see Scheme 3). This leads to a S1 − S0 en-
ergy gap increase (i.e., absorption blue shift) and a
S2 − S1 decrease. While the S1/S0 conical intersec-
tion is expected to occur later along S1 isomerization
path, a S2/S1 crossing could be generated in this case
as found in neutral polyenes [14,55,80,83–91] with
a consequent change in the electronic structure of
S1 along the initial part of the path. Thus, while a
diradical-type S1 minimum could exist, an avoided
crossing TS could emerge (due to a second S2/S1
crossing between the bonding covalent and antibond-
ing ionic surfaces) along the isomerization path (see
Scheme 3), which recovers the ionic (charge-transfer)
nature of the S1 state.

CASPT2//CASSCF photoisomerization path compu-
tations performed on the ion-pair model systems above,

Scheme 2 (From Ref. [79])



Theor Chem Acc (2007) 117:1041–1059 1051

Scheme 3 (From Ref. [79])

demonstrate that such behaviour is indeed found, and
the results are consistent with those predicted by the
simple electrostatic model above [79].

4.1.3 A unified view for countercharge intermolecular
effects

Reaction rate and efficiency control: All the computa-
tional results collected for the investigated ion-pairs
show that the steepness along the computed photoiso-
merization MEP and the S1−S0 energy gap in the twisted
region could be tuned and controlled by the counter-
ion position along the chain. Isolated systems (1 and
2) or Central models (1a, 2a, and 2b) display the most
favored conditions for ultrafast and efficient central dou-
ble bond photoisomerizations, namely: (i) steep and/or
barrierless isomerization paths, and (ii) TICT conical
intersection points of the peaked type for internal
C–C double-bond flip, funneling an ultrafast and effi-
cient radiationless decay that prompts a high photo-
isomerization QY. In fact, no thermal equilibration is
expected; neither at the initially relaxed planar point
on S1, nor at the degenerate TICT structures. On the
other hand, as the countercharge is moved backward
to the C-tail (1b, 2c) or forward to the N-head (1c,
2d) of the system, a slower and less efficient photoiso-
merization process is expected because: (i) the S1 PES
steepness along the path decreases, (ii) a barrier can pos-
sibly emerge, and (iii) peaked conical intersections for
internal C–C double-bond isomerizations are replaced
by twisted minima (with significant energy gap separa-
tion between S1 and S0) at the bottom of the computed
S1 MEP (see Schemes 1 and 3). Barriers and thermal
equilibration at these minima would delay the process,
decreasing radiationless decay rate, photoisomerization
efficiency and QYs (see Scheme 4).
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In conclusion, our results show that the position of the
external countercharge can be used as a suitable tool to
tune photoisomerization rate and efficiency: only when
the countercharge is placed in a Central position, or
its effects are quenched (i.e., isolated systems), photo-
isomerization efficiency is magnified and very favored
ultrafast (i.e., barrierless) radiationless decay channels
are opened. On the other hand, electrostatic interaction
with counterions at the N-head or the C-tail would result
(although for different reasons, see discussion above) in
slower and less efficient photoisomerizations and radia-
tionless decays.
Photoisomerization stereoselectivity control: Perhaps,
one of the most remarkable computational results is that
countercharge position does provide a valuable tool to
select the double bond likely involved in the photoiso-
merization process. Moving the counterion above the
molecular plane of the chromophore does effect com-
petitive isomerizations for internal C–C double bonds
(as seen in models 2a and 2b), opening or locking spe-
cific isomerization paths: a barrierless (i.e., efficient)
photoisomerization leading to a TICT CI point (i.e., an
ultrafast radiationless decay funnel) occurs only for the
double-bond being closer to the anion (i.e., the double
bond right below it), while the other competitive path
gets locked, or at least becomes much less favored (i.e.,
a barrier emerges along the path, and/or the peaked CI
point disappears being replaced by a twisted minimum,
which leads to thermal equilibrations), see Scheme 5.

An even more general result is that the peaked CI
found in the twisted region follow the counterion along
the chain of the chromophore, i.e., it involves the rota-
tion of the double bond closer to the anion. This means
that highly efficient radiationless decay channels should
only exist for photoisomerizations occurring in the vicin-
ity of the countercharge. Anyway, only for the Central
positions (1a, 2a, and 2b) the barrierless paths exist (or
at least the energy barrier gets negligible), therefore
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opening channels for highly efficient and ultrafast
photoisomerizations.

4.1.4 Retinal chromophore in solvent: a QM/MM
investigation

The computational results for PSB/counter ion pairs
have shown that the influence of an external charge can
be quite big. Indeed, it is a well-established experimen-
tal result that the environment strongly affects these
systems. For example, protein-bound and free-solution
chromophores of rhodopsin proteins show different
photophysical and photochemical properties [79]. More
specifically, the environment may modify the chromo-
phore spectroscopic features and, most important, tune
the reaction ratio and control its stereochemistry. For
instance, the absorption maximum in the protein (498
and 568 nm for Rh [92] and bR [93], respectively) ap-
pears to be red-shifted with respect to the one observed
in solution (ca. 440 nm) [94,95]. Furthermore, in Rh
(bR) the excited state PSB11 (PSBT) lifetime (follow-
ing a mono-exponential decay) [96] is ca. 150 fs (200 fs)
[97] and its photoisomerization takes place in 200 fs
(500 fs) [98,99] leading to the unique all-trans PSBT (13-
cis PSB13) photoproduct with an high 67% (65%) QY
[100]. This behavior is different from that observed for
the same chromophores in solution (methanol or hex-
ane) where, for instance, excited state lifetime follows a
bi-exponential decay [96,101] with a dominant (almost
20 fold longer) 3 ps shorter component [102] and there
is a lack of stereospecificity and a decrease in the photo-
isomerization efficiency (to a low 25% QY) [103,104].
Finally, an excited state energy barrier has been ob-
served for PSBT in solution [101]. It is thus apparent
that the protein is able to “catalyze” (i.e., speed up and
select) the photoisomerization with respect to the solu-
tion environment, and that the solution as well may be
very much different than the gas-phase.

In this respect, a major step towards the description of
the real system has been very recently achieved through
the development and the use of our implementation of
a hybrid QM/MM CASPT2//CASSCF/AMBER-GAFF
force field that allows complex molecular systems (e.g.,
biological photoreceptors as well as organic chromo-

phores in solvent) to be investigated at an unprece-
dented level of accuracy. The objective of our QM/MM
implementation is to describe the reactive molecule (e.g.,
the organic chromophore) at a suitable QM level, and
the environment (e.g., the solvent and/or the protein
cavity) with a MM force field (for general references on
QM/MM methods in the treatment of adiabatic reac-
tions see [105–107]). This method has been used here to
investigate the optical properties of the PSB11 chromo-
phore in methanol solution and has been validated by
comparison with experimental results.

In order to get the initial geometry of the QM/MM
system, an NPT (P = 1 atm, T = 300 K) molecular
dynamics simulation of 1 ns was performed, with the
chromophore frozen at its optimized CASSCF/6-31G*
geometry and using AM1BCC point charges (partial
charges derived from the AM1 wave-function) as the
initial guess for the chromophore atoms. A chloride
counterion was included and a methanol cube box of
25 Å with periodic boundary conditions was used.
After equilibration, one configuration was chosen
among those with lower total energy and employed as
the initial geometry for QM/MM optimizations.

This system was divided in two parts: (1) the PSB11
chromophore, described at the QM (CASPT2//CASS-
CF/6-31G*) level and (2) the counterion and the meth-
anol box, described with MM using the AMBER force
field. In our two layer (QM + MM) approach, a 10 Å
shell of solvent surrounding the Schiff base was fully
minimized for each QM step: this procedure allows the
chromophore to relax in a movable cavity, embedded
in an electrostatic field that rearranges during the
optimization.

QM/MM results for the vertical excitation energy
(445 nm) show a surprisingly good agreement with the
reported experimental value (440 nm) [94,95]. This
result underscores the role of solvent on the spectral
properties of retinal chromophores and its accuracy pro-
vides a validation for our recent implementation of the
QM/MM method.

QM/MM computations on Rhodopsin are in pro-
gress to investigate the effects of protein environment
(both the electrostatic field and the steric/geometric con-
straints) on the photoisomerization catalysis as well as
the possible role of higher lying excited states in the
spectroscopic properties of the system.

4.2 Green fluorescent protein chromophore:
an exemplary case for environment effects

Several molecular biology and biochemical applications
take advantage of the highly fluorescent chromophore,
generated auto-catalytically in the green fluorescent
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Fig. 5 Structural formula of 4′-hydroxybenzylidene-2,3-
dimethyl-imidazolinone, (HBDI) in the anionic state

protein (GFP) from the jellyfish Aequorea Victorea. The
chromophore, in wild-type GFP, protected from the sol-
vent through the β-can structure formed by the protein
[108], exists in two protonation forms, neutral and an-
ionic. The neutral form is responsible for the short-wave-
length absorption, at 398 nm, while the anionic form
is associated with the long-wavelength peak, at 471 nm
[109]. Model chromophores (see Fig. 5) such as 4’-hy-
droxybenzylidene-2,3-dimethyl-imidazolinone (HBDI)
[110] have been employed to compare the vibrational
fingerprints of the GFP chromophore in solution and in
protein and to investigate the environment effect (pro-
tein versus solvent) on the photodynamics of the fluoro-
phore. These studies have shown a dramatic increase in
the radiationless decay in solution at room temperature,
which results in complete quenching of the fluorescence
[111]. In contrast with the excited state dynamics stud-
ies, vibrational spectroscopy studies [110,112,113] have
shown that the vibrational fingerprints of the chromo-
phore are quite similar in solution and in the protein.
Overall, the experimental data show how the molec-
ular properties (spectroscopic features, photoreactivity,
etc.) of the GFP chromophore respond in different ways
to the environment. A suitable theoretical model must
be able to predict with similar quality, environment ef-
fects on various molecular properties. In a recent study,
we have investigated solvent effects on the spectroscopy
and photoreactivity of the anionic form of the GFP chro-
mophore and have shown how structural modifications
induced by the solvent affect at the same time vibra-
tional activities and deactivation channels [19].

4.2.1 Vibrational activities

The model chromophore considered, HBDI (see Fig. 5),
includes the complete conjugate system of the real GFP
chromophore and it is the chromophore investigated
in solution in several vibrational studies [110,113,114].
The vibrational spectra were simulated in vacuo and
by including the solvent effect (water, since this was
used to measure the experimental Raman spectra [110])
through the polarizable continuum model (PCM)

[27–29]. Molecular parameters required to model vib-
ronic structures were obtained at HF (for S0) and CIS
(for S1) levels of theory, a procedure that ensures reli-
able results as proven by several previous investigations
[115,116]. Notice that since RR intensities are directly
related to the displacement of the excited state poten-
tial energy surface (PES) with respect to the ground
state, the comparison between observed and simulated
intensities validates at the same time the quality of the
predicted relaxed structures in S0 and S1.

The RR spectra, in vacuo and by inclusion of solvent
effects, simulated according to the models described
in Ref. [117–119], show a trend similar to the off-
resonance Raman spectra [19]. The RR spectrum pre-
dicted in vacuo for the anionic form (see Fig. 6 for a
comparison between computed and experimental spec-
tra [113]) is similar to the predicted off resonance
Raman spectrum [19] but it disagrees remarkably with
the observed spectrum. Inclusion of solvent effects im-
proves significantly the agreement with experiment. No-
tice that this improvement implies that the solvent and in
vacuo predicted S0–S1 geometry changes must be rather
different for the anionic chromophore. Indeed, similar

Fig. 6 Resonance Raman spectra (from HF and CIS calcula-
tions) of the HBDI chromophore, simulated in vacuo and in water
with implicit solvent (PCM approach) and with explicit solvent
molecules (QM/MM approach) and comparison with the cor-
respondingly observed experimental spectrum from Ref. [113].
From top to bottom: experimental, computed in vacuo (6-31+G*
basis set), with implicit water included (6-31+G* basis set), with
explicit water included (6-31G* basis set). Frequencies were uni-
formly scaled by 0.9
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to the ground state, the excited state geometry also is
affected by solvent effects, and dominant changes occur
in the exocyclic CC bonds. More important, the solvent
modifies (with respect to gas phase) the ground state
and excited state exocyclic bonds in an opposite way. In-
deed, in solvated S1 the CαC5 bond (double bond in the
ground state) is elongated with respect to gas phase S1,
while the C1’Cα bond (single bond in the ground state)
is shortened in the solvent with respect to the gas phase.
Bond lengths changes upon solvation, go in the oppo-
site direction in the ground state. As a result, inclusion
of solvent effects induces an S1 − S0 geometry change,
in which the two exocyclic CC bond lengths are modi-
fied in opposite ways: the CC single bond shortens upon
excitation, while the CC double bond lengthens upon
excitation.

The exocyclic bond length changes upon excitation
predicted in solvent (out of phase geometry change)
and in vacuo (in phase geometry change), imply remark-
ably different RR intensities in the two situations, since
among the Raman active modes, intensity will be
enhanced for those modes that mimic the S1 − S0 geom-
etry change. This effect is exemplified in Fig. 7. Spe-
cifically, the 1,522 cm−1 frequency normal mode, which
shows the largest RR intensity in the simulations with
solvent (see Fig. 6), is indeed characterized by an out of
phase motion of the two exocyclic CC bonds. The same
vibrational mode cannot be active in vacuo where activ-
ity is enhanced, on the contrary, for the mode with fre-
quency 1,350 cm−1, characterized by an in phase
motion of the two exocyclic CC bonds. The effects dis-
cussed above are confirmed also at CASSCF(12,11)/6-
31G* level of theory used for subsequent PES (MEPs)
calculations.

QM/MM explicit solvent calculations: The initial
configuration for the QM/MM system, formed by the
HBDI anionic chromophore with a sodium counterion,
in a TIP3P water box of 16 Å, was obtained from an NPT
molecular dynamics simulations of 1 ns (P = 1 atm, T =
300 K), with the chromophore frozen at its optimized
CASSCF/6-31G* geometry. During the MD equilibra-
tion, the positive counterion diffused into the solvent. In
the following QM/MM calculations, the HBDI chromo-
phore was described at the QM level, and the water box
was described with MM (TIP3P rigid model). A three
layer approach was adopted (QM+MM1 +MM2), with
the first 3 Å shell of water molecules surrounding the
chromophore (MM1) optimized together with the QM
chromophore, and a further 7 Å shell of solvent mole-
cules (MM2) surrounding the first shell, fully minimized
for each QM + MM1 step.

The resulting ground state structure of the chromo-
phore was obtained either at CASSCF(12,11)/6-31G* or
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CH3
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Fig. 7 Schematic representation of the selective enhancement of
active modes for the anionic form of HBDI through the RR mech-
anism: a in vacuo: the S1 − S0 geometry change is dominated by
the in phase variation of the exocyclic CC bonds, and the band
at 1,350 cm−1 is selectively enhanced in the RR spectrum sche-
matically shown at the bottom; b in solvent: the S1 − S0 geometry
change is dominated by the out of phase variation of the exocyclic
CC bonds, and the band at 1,522 cm−1 is selectively enhanced in
the RR spectrum schematically shown at the top (adapted from
Ref. [19])

HF/6-31G* levels of theory. The geometry change, with
respect to vacuo is similar to that computed at PCM level
[19], and to that documented in a recent study also based
on a QM/MM scheme [120]. The RR spectrum simulated
using HF (for S0) and CIS(for S1) molecular parameters,
reported at the bottom of Fig. 6, is in remarkable agree-
ment with the experimental data. These results provide
an additional validation for our QM/MM implementa-
tion and show that very satisfactory RR intensity pre-
dictions can be obtained at relatively inexpensive levels
of theory.

4.2.2 Optical spectra

As discussed in the previous section, the PCM correc-
tion modifies the FC (i.e., ground state) structure with
respect to gas phase calculations. In this regard, it is
interesting to compare the CASPT2 computed vertical
excitation at this FC structure, with the experimental
data. Calculations predict a vertical excitation of 461 nm,
as compared with the 425–432 nm [110,113] observed
in water. Notice that the CASPT2 calculations include
the solvent effects only on the CASSCF part, and their
contribution is to increase the vertical excitation energy
from 493 nm (in vacuo) to 461 nm. It can be expected
that also the PT2 contribution goes in the same direction,
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and this would lead to an even better agreement with the
experimental data. Furthermore, the change in dipole
moment upon excitation, computed with the PCM cor-
rected wave functions is 8.6 D, in close agreement with
the value and the direction of the observed change of
6.8 D [121].

We have also estimated vertical excitation energies
with the QM/MM scheme. The result (441 nm) is in
good agreement with the reported experimental val-
ues (425–432 nm) [110,113], featuring an error of ca.
2 kcal/mol. The vertical excitation computed at the same
structure but in vacuo is 539 nm, showing that the elec-
trostatic contribution from the solvent is ca. 12 kcal/mol.
Notice that such contribution is strongly dependent on
the ground state structure, and it decreases to less than
2 kcal/mol for a structure close to that optimized in
vacuo. The computed vertical excitation energies are
obtained from single state, rather than state-average
CASSCF calculations. This explains the slightly lower
value of the absorption maximum computed here com-
pared with that reported in ref. [120].

To further validate our QM/MM model, we have also
evaluated the 0–0 excitation energy in protein corre-
sponding to the I state of wt-GFP, in the three state
model [122]. The initial structure of the system was ob-
tained from the X-ray structure 1GFL from the PDB
archive. Monomer A was chosen and the chromophore
structure (QM part, same structure of the HBDI chro-
mophore) and three water molecules (MM part treated
at TIP3P level) were optimized, whilst the remaining of
the protein was kept frozen at the geometry of the crystal
structure. Despite the simplified scheme adopted here,
in comparison to ref. [120], the computed 0–0 energy
(533 nm) is in good agreement with the experimental
value (495 nm [122]).

4.2.3 Photoreactivity

The remarkable solvent effect on both S0 and S1
relaxed structures, responsible for the dramatic differ-
ence between Raman intensities in vacuo and in solvent,
has also implications on the photodynamics of the an-
ionic HBDI chromophore, since the relaxation of the S1
state from the vertical FC structure (ground state equi-
librium geometry) to the optimized or fluorescent state
(FS) structure, represents the first step of the
two-state/two mode deactivation path of the excited
chromophore. Furthermore, the different FS structure
in solvent, as compared with the gas phase influences
the preferential channel of ultrafast radiationless deac-
tivation, characterizing the second step of the photore-
action. As a result, it can be stated that the discrepancy
between in vacuo simulated and experimental Raman

spectra of anionic HBDI in solution [110,113], implies
also that the deactivation path predicted in vacuo [123]
does not represent the preferential deactivation channel
in solution.

Owing to the markedly delocalized exocyclic chromo-
phore structure in the excited state, the PCM corrected
PES (see Fig. 8), in the FS region, is remarkably flat.
From the FS region, the system can evolve in several
different ways: (1) it can deactivate radiatively or it can
rotate around the two exocyclic CC bonds to produce
(2) a twisted intermediate TW2 if rotation occurs around
the CC bond which is markedly double in the ground
state, leading to the double bond flip mechanism, (3) a
twisted intermediate TW1 for rotation around the other
CC bond, mainly single in the ground state, leading to a
single bond flip mechanism and (4) a hula-twist interme-
diate HT if simultaneous rotation around both exocyclic
bonds occurs.

Owing to the high energy of the HT structure
(11 kcal/mol above the FS structure), it is highly un-
likely that the HT plays a role in the deactivation of
the excited state in solution. Conversely, the rotation
around either one of the exocyclic CC bonds leads to
the intermediates TW1 and TW2, both characterized by
an energy lower than the FS structure (see Fig. 8). The
calculations of the photoreaction path do not indicate a
preferential initial channel of deactivation, in contrast
with gas phase calculations [123] since rotation around
the two CC exocyclic bonds is almost barrierless for both
channels.

However, after this region, the energy starts lowering
significantly. The TW1 intermediate is computed to be
about 5 kcal/mol lower in energy than the FS structure
at CASPT2 level, while the TW2 intermediate is even
more stable: 13 kcal/mol. More important, the energy
gap between S0 and S1 is significant for the TW1 struc-
ture: 32 kcal/mol at CASPT2 level, as a result of the
moderate energy increase of the ground state when the
CC single bond is twisted. The large gap suggests that
the TW1 channel, in solution, is unlikely to be respon-
sible for the fast IC experimentally documented. Con-
versely, the S0 − S1 gap is remarkably reduced at the
TW2 structure: 6 kcal/mol at CASPT2 level, owing to the
considerable energy increase of the ground state when
rotating around the exocyclic CC double bond. Such a
small energy gap is compatible with a real crossing in the
surrounding region and, consequently, with an efficient
radiationless decay. For this reason, the TW2 channel
is identified as the dominant radiationless deacay route
of the photoexcited anionic chromophore in solution.
Notice that the negative charge in the excited state is
almost completely localized on the imidazolinone ring,
for the TW1 structure, and on the phenolic ring for the
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TW2 structure. The charge localization is completely
reversed in the ground state.

Rotation around the exocyclic double bond leads to
cis–trans photoisomerization (with a consequent varia-
tion of the ground state cis and trans populations), an
observation that has been experimentally documented
[124].

Protein effect: In contrast with the synthetic model
chromophores in solution, the protein environment sup-
presses dramatically the radiationless decay. Based on
the results of the solution study we may suggest one
plausible reason for the suppression of fluorescence in
protein, namely the reduced efficiency of the TW2 radia-
tionless decay channel which is strongly favored in solu-
tion and would be strongly hampered in the protein. The
exocyclic chromophore structure in S0 and S1, deter-
mined in a recent QM/MM study of the chromopore in
protein [120], with the protein structure in the B state
[122] is quite similar to that of the solvated chromophore
obtained with PCM corrected calculations [19]. Thus, it
can be assumed that the photoreaction path computed,
including solvent effects is a reasonable starting point to
discuss the photoreactivity in protein. In the light of the
predominant decay mechanism established in solution,
we can speculate on what can be the effect of protein on
it. We can envisage at least three reasons for suppres-
sion of this decay cannel. First, the exocyclic CC double

bond torsion will be strongly hindered for steric reasons.
Second, the breaking of the hydrogen bond between
water W22 and the phenolic oxygen of the chromophore
will also contribute to suppress this channel. Both these
factors would induce a relevant barrier along the tor-
sional reaction coordinate. A third factor is attributed
to electrostatic interactions. Indeed, the negative charge
is localized, for the TW2 intermediate, on the phenolic
ring. In contrast, a positive charge (ARG96) is located,
in the protein, close to the ammidic oxygen of the chro-
mophore. Thus, it may be expected that the reaction path
involving translocation of the negative charge from the
imidazolinone to the phenolic ring (namely the TW2
reaction path) will be strongly disfavored in protein.

5 Concluding remarks

We have discussed the photophysical and photochemical
behavior of three widely-studied chromophores, namely
azobenzene, retinal protonated Schiff base and GFP
chromophore, stressing in particular the effect of struc-
tural modifications and environment perturbations on
their properties.

For Ab, we have analyzed the mechanism by which
S1 and S2 decay to the ground state bringing about cis–
trans isomerization. We have shown, by means of MEPs
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calculations, that the two states decay following different
routes and give different photoisomerization quantum
yields, violating the Kasha’s rule. We have considered
the effects of the reduction of the π system size of Ab
by studying CPD. Quite surprisingly, this modified mol-
ecule shows only minor changes in the mechanisms and
quantum yields of the S1 and S2 decay.

We have found that the presence of an anion in the
proximity of the retinal chromophore strongly modifies
its photohysical and photochemical behavior. The type
of changes depends sharply on the specific location of
the countercharge. Based on these results and on the
simple electrostatic model shown, we have provided a
simple rationale for the high rate and photoisomeriza-
tion efficiency seen in rhodopsin proteins with respect
to retinal, and for the control of their stereochemistry.

Similarly, GFP is found to lock photoisomerization
channels and to lead to much longer living excited states,
which do fluoresce, than the free-solution GFP chro-
mophore. These observations have been rationalized
here in terms of MEPs calculations and of their mod-
ifications in the presence of the environment. Further-
more, the simultaneous rationalization of its RR activity
and photoreactivity in solution, accounted for only after
the inclusion of solvent effects, represents an exemplary
case of severe interplay between photophysical and pho-
tochemical behavior. Indeed it has been shown that the
structural modifications induced by the solvent on both
ground and excited states of the anionic GFP chromo-
phore affect, on one side the vibrational structure and,
on the other side, the deactivation channels of the photo-
excited state.

Although we are still at the beginning in the rationali-
zation of environment effects, the examples discussed in
this work indicate that stronger effects can be expected
preferentially from polar (or locally charged) environ-
ments. On the other hand, to increase the response of the
chromophore to the environment, changes in the elec-
tron distributions, such as those induced by the intro-
duction of electron–donor or -acceptor groups, are in
order. The results on azobenzene underscore this lat-
ter point, since stronger polar perturbations than those
discussed here would be required to modify significantly
its photochemistry. In contrast, the retinal and GFP
chromophores, fulfill the basic requirement of an asym-
metric electron distribution and the results discussed
here demonstrate how a finer tuning of their photo-
physical–photochemical properties might be obtained
by more subtle structural changes.
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